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Introduction

This document describesthe benefits of applyingthe S5O GroupSation concept to defenseimaging
applications

Current Architectures

With the increased power of commercia off-the-shelf (COT § serversand workgtations, many facilities
have crested image analys's centers based upon these products Figure 1 depictsthe common gpplication of
thisCOT Ssolution. For convenience this networked topology will bereferredto asthe digital image
network (DIN). Theimage server typically provides services such ascompresson, decompresson, reduced
resolution data set (RRDS generation, image sorage, cataloging, mass sorage adminisration, and serving
imagesto clients Theimage server may provide downloading of full frame imagery or serve subsections of

Ne——1
Large Disk 100sMB/sec
Sorage
RAID
N~ To
1
< .\ 0sGB/sec
Large Disk
Sorage
RAID
N—
15MB/ssc ATM
Networ k
SGI Display, Windows[®{ Display,
Local Loca
Disk Disk
un Display| DEC Display|
Loca Loca
Disk Disk
Figure 1

imagesor tileson demand. Examplesof these
typesof image servicesare Lockheed-
Martin’ sDisplay Broker for tiling services
and GDE' sPPSOPSfor ful frame imagery
serving.

Connectedto theimage srver arehigh-
performance RAID subsysemswith
bandwidths from hundreds of megabytes per
secondto tensof gigabytesper second. The
amount of sorage varies, but online gorage
for several daysto several weeksiscommon.
Not shown in Figure 1 isthe massstorage
subsystem that usually accompaniesthe
system. Massstorage devices providethe
near-line gorage for imagery archived from
the RAID disk subsystems

Variousworkg ationsare connectedto the
image srver viaan FDDI or ATM network
and use sandard network protocolssuch as
TCP/IP and NF&1 . Theworkgationshave
local storage subsystemsto holdtheir tilesor
full-frame imagery for softcopy exploitation,
mapping, charting, geodesy, and reporting.
Mog workgations require large local disk
gorageto contain their product for analyses,
exploitation, and reporting purposes Along
with this someform of graphicsacceleration

isusualy present and coupled with amemory footprint between 512MB and 2GB. T hus, most of these
workgtations connected to the image server are generousin sze. The DIN architecture is COT Sbhased and
providesflexibility and cos savingsover previous proprietary sysems However, it haslimitations



ArchitectureLimitations

TheDIN architecture described in Figure 1 hassevera limitationsthat affect performance, qudity,
reliahility, and cog. T he pecific limitations of this system include:

Downloadtimefor large imagery to the desktop

Limited performance of low-cog graphics subsysemsin workgtations
Quality limitations of low-cost graphics subsysemsin workstations
Duplication of resourceson each workgation

Problemsin maintainahility andreliability

Dedicated resources

Although the bandwidth of modern COT Sserversand disk subsystemsishigh, the networks connectingto
these sygemscan provide only afraction of thisbandnicth. Thus, tryingto repondto apotentid critica
dtuation by analyssof abroad area ssarch (BAS becomesvery difficut. The network becomesa
bottleneck. Thisstuation isexacerbeted if severd image analyss (1A) are accesingimagery over the same
network. Consder the problem of downloading a 70GB mosaic image to aworksation for analysis At an
ATM pesk rate of 155Mb per second, it woud take one hour to transfer theimage at full bandwidth on a
dedicated network connection. Rarely woud an |A be able to obtain a dedicated network for asnge
trander in thisarchitecture. Networks based upon FDDI or 100Base-T exhihbit worse performance.
Although individual analysscentersmay not routinely accessmosaicsof thissze, the problem remainsthe
samefor centerstryingto servelarge amountsof tiles Asthe number of 1Asincreases, their requestsfor
tilesincrease. T hus, the required bandwicth increases. T hereault isnetwork saturation and a backlog of
imagery. A dgnificant portion of an |A’ stimeisspent waiting for imagery downloads

After an image hasbeen downloaded to an individual workstation, analysisbegins. Dueto the high cos of
placingindividual workgtationson each |A’ sdek, atradeoff ismade anong cog, quality, and
performance. T histradeoff isapparent when performing electronic light table (ELT) functions Roaming,
zooming, rotating, and comparison can become duggish at best. T hisis caused by lower performance
graphicssubsysemsthat must be duplicated in each workstation. T he quality of these graphics subsystems
isd affected. Thelarge proprietary sysemsusedin the pagt for softcopy exploitation provide high-speed
roaming and zooming with high quality. These sysems provide bicubic interpolation and large convolution
matrices Thisof course comesat increased cogt per |A workgtation. The lower cost workstation provides
hilinear interpolation and 3x3 convolutions T hus, worksation softcopy performance and image quality are
WOrse.

Other limitationsinclude duplication of resources Each workstation isequipped with a substantial amount
of disk sorage. Theimagery isaready gored on adsk subsysem on the server. However, acopy issent to
theworkstation and placed on itsdisk for analysis T o reduce costsit would be advantageousto ue a
network protocol such asNFSto eiminate the need for large local diskson each workgtation. Here again
network performance, with large imagery, becomes a bottleneck for usein a production environment.
Furthermore, the duplicated dsk drives become cumbersometo use asashared resource. If an 1A isout for
amonth, how do the other usersof the system utilize the quiescent disk asset? It becomesa difficult
propostion and apotentid weste of resources Another resource that isdedicated and difficult to digtribute
asasysem resource isthe CPU power within each workgation. If the center isnot saffedwith 1Ason a
24-hour cycle, the power of the CPUsin each workstation becomes an untapped resource. It would be
useful to apply this untapped resource to provide decompresson and RRDSgeneration during unused
periods. Contemporary models using digributed resources have improved with applications of MPI and
other libraries However, digributed modelsare difficut to implement and rarely come closeto achieving
resutsequivaent to apooled resource. Centersusing adisributed model on afull-time bassto make use
of themog potential of al resourcesrun therisk of poor repponsetimeon active sygems If an |A isusing
asysem and an RRDSis gtarted on hissysem, duggsh performance will frustrate the user and reduce
efficiency.

Management of thissysem isao difficult. The network must be et up, tuned, and wetched on acongant
bass System adminigration of alarge number of workstationson thisnetwork must be maintained.



Upgradingthe operating sysemsand utilities of the workstationsin alarge ste can become a harroning
experience. Clearly thisarchitecture hasmany advantagesover proprietary sysems However, as
previoudy discussed, it does have limitations

The GroupStation Architecture

An dternativeto the DIN architecture described in Figure 1 isthe GroupSation concept shown in Figure 2.
The GroupSation ishuilt upon the scalable architecture of the S3 O Origin® and Slicon GraphicsO
Onyx20 family of computer systems Origin serversare expandable from two to 128 processors An Origin
server with agraphics subsystem iscalled an Onyx2 system. With the exception of the graphics subsystem,
the sygemsareidentica. The GroupSation concept described in itsSmplest termsincludes high-end
graphics subsysemsdrectly in theimage server. In Figure 2 anetwork of workstations as described in the
DIN mode isencapadated within adotted line. The GroupSation architecture doesn’ t preclude aDIN, and
exiging DINs can be upgraded to a GroupSation without sacrificing previousworkstation invesments.
However, the power behind a GroupS ation isthe advantage that isobtained by connecting powerful
gaphicssubsysemsdrectly to theimage server. The GroupSation architecture providesthe following
benefitsover the previousDIN architecture:
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GroupStation Advantages

The addition of Slicon Graphics InfiniteRedlityO graphics subsystemsdirectly into the server provides
increased performance that cannot be matched with the DSN model. Secificaly, no image downloadsare
required for viewing imagery on a GroupSation terminal. Thereisno needto download data. T he
GroupSation termina ispart of theimage server. Usnga GroupSation terminal, S8 hasdemongrated
accessing and displayinga 67GB image within two seconds of initiatingan ELT program. On DIN
architecture that same image would require aminimum of an hour transfer time on adedicated ATM
network before an | A would have accessto it.

ThelnfiniteRedlity graphics subsystems provide other benefits. The InfiniteReality graphicssysgem isone
of the highest performance and highest quality COT Sgraphicssysemsin theworld. InfiniteReality
graphicscan digplay up to 896 million pixelsper second. T his provides smooth roaming and zooming over
largeimages. T he InfiniteReality graphics subsysem can maintain apixel depth of 12 bitsRGBA or 16 hits
luminance aphathroughout the graphics subsystem. T he InfiniteReality graphics subsystem provides 7x7
convolutions and bicubic resampling in hardware for sharper imagesin warping and zooming. Sncethisis
in hardware, performance isnot sacrificed for quality. T his performance and this quality were previoudy
obtainade only by proprietary sysems, andthey are not obtainable with other COT Sworkgtations The
InfiniteRedlity graphicssysgem isthefirg truy COT Ssysem to provide IDEX performance, quality, and
resolution.

T hissame graphicssystem isused for 3D-scene generation and hasthe ahility to generate 11 million
polygonsper second. T hisprovides smooth visudization of imagery draped over digital elevation models
(DEM). Thus the same GroupSation terminad can be employed for softcopy exploitation, mapping,
charting, geodesy, and misson rehearsal. For example, the InfiniteRedlity graphics subsystems are used by
theDoD’ sT opScene and PowerScene for misson rehearsal. Other important apectsapplicable to defense
imaging are the ahility to connect two HDTV resolution monitorsto each graphicssubsystem. T his
providesan |A alarger viewingareathan other graphics sysems. Thevideo output isalso programmable.
Thisalowsvirtualy any monitor to be connectedto theInfiniteRedlity subsystem. Sereo viewingin a
sngewindow isaso supported. Other workstationsthat support sereo analyssforce the entire screen to
snitch into sereo. Thiscreastesblurring of user interfacesthat are not containedin the 3D-viewing window.
InfiniteResality supportssereo in asngewindow. Thisalowsyour 3D windowto be in gereo and objects
outsde thiswindow to be viewed correctly asnongereo items

The Origin/Onyx2 architecture containing the InfiniteReality graphics subsysemsisone of the mogt
powerfu and scalable computer sysemsavailable. These sysemscan grow CPU power from two to 128
processors memory from 512MB to 256GB, 1/0 bandwidth from 5.1GB per second to 82GB per second,
memory bandwidths from 2.8GB per second to 44.5GB per second, and online sorageto 74T B and oneto
eight InfiniteReality graphics subsysems T hisexpandability doesn’ t require box swaps long down time,
or mutipleingancesof the operating sysem. The server can smply be expanded asneeded. The
GroupSation concept savesduplication of resourcesby combining the resourcesin the server. Thus the
CPU power and memory resde on the server under asingle ingance of the operating sysems. Thismakes
the CPU and memory tilization for the center much higher becauseit iseasier to accessthese resources
Theresurcesare not gpread out acrossa network of workgaions It savescogly duplication of disk
resources on each workgation. T he imagery resdeson the server and doesn’ t need to be copied. A snge
server verauisahog of workgationsconnectedto aserver becomeseaser to adminiser and maintain. Users
wishing to deploy their GroupSation terminalsanay from the server can purchase COT Sfiber-optic
keyboard, mouse, and diplay extenders T hisalowsthe GroupSation terminal to be up to amile away
from the actual srver.

As described previoudy, an individual server can have up to eight InfiniteRedlity graphics subsystems For
Stesneeding morethan eight individual gationsthere are options Figure 3 showsone of the configurations
containing 16 GroupSation terminals T hissysem architecture iscomposed of two serversconnectedto
dual attach RAID disk subsystems. T his dual-server configuration provides graphics expandahility and
fault tolerance. In configurationswith eight or fewer GroupSation terminals, if Sgnificant fault toleranceis
required it may be desirable to configure as amutiple server architecture. The DIN architecture hassnge
pointsof fallurein the server andthe network. The GroupSation describedin Figure 2 hasasnge point of
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fallurein the server. The GroupSation described in Figure 3 hasno sindle point of failure. In all three cases
the RAID disk system wasignored asa singe point of failure. RAID sysemsare redundant by desgn, and
newer sysems contain redundant power supplies, fans, and controllers. Redundant serverscan be employed
without duplicating or equally splitting resources between them. T he secondary server coud be asmaller
server containing enough CPU and memory to dlow functiondity at areduced capacity if the primary
srver fails When the primary server isrepaired, full throughput isreestablished without acomplete
shutdown of thefacility.
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Thefina andyssof the GroupSation dependson cog. With the sgnificant increase in performance and
quality that InfiniteReality graphics subsystemsprovide, one might believe the GroupSation is
donificantly higher in cogt than creating a DIN architecture. However, by elimination of redundant
workstation componentsand economiesof scale, sysem cogsfor the DIN architecture comparedto those
of the GroupSation are roughly equivalent.

Slicon Graphicshasinvesedin research and development to deliver truy scalable serversand high
performance graphicssygems The commercia market demand for high-performance and high-reliahility
sysems supported the development of the state-of-the-art Origin and Onyx2 sysems These COT Ssysems
provide the DoD the &hility to replaceproprietery sygemswith flexible, cogt-effective solutionsat equal or
greater performance. The GroupSation in defense imaging leverages Slicon Graphicsinvesmentsin
commercid accountsto provide the mog cog-effective, high-performance COT Ssysem availade.
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